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A13STRACT

This report documents work performed during FY 1980 on the DCA-sponsored

Network Speech Systems Technology Program. The areas of work reported

are: (1) communication systems studies in Demand-Assignment Multiple Ac-
cess (DAMA), voice/data integration, and adaptive routing, in support of the

evolving Defense Communications System (DCS) and Defense Switched Network

(DSN); (2) a satellite/terrestrial integration design study including the func-

tional design of voice and data interfaces to interconnect terrestrial and sat-

ellite network subsystems; and (3) voice-conferencing efforts dealing with
support of the Secure Voice and Graphics Conferencing (SVGC) Test and Eval-

uation Program. Progress in definition and planning of experiments for the
Experimental Integrated Switched Network (EISN) is detailed separately in an

FY 80 Experiment Plan Supplement.
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NETWORK SPEECII SYSTEMS TECHNOLOGY

I. INTRODUCTION AND SUMMARY

This report docum'nts work performed during FY 1980 on the DCA-sponsored Network

Speech Systems Technology Progrmn. The areas of work reported are: (1) communication

systems studies in support of the evolving Defense Communications System (DCS) and Defense

Switched Network (DSN); (2) a satellite/terrestrial network integration design study including

the functional design of voice arid data interfaces to interconnect terrestrial and satellite net-

work subsystems; and (3) voice-conferencing efforts dealing with support of the Secure Voice
and Graphics Conferencing (SVGC) Test and Evaluation Program. The communication systems

studies include investigation in satellite Demand-Assignment Multiple Access (DAMA), voice/

data integration, and multi-link talk.-purt switching which are continuations of efforts reported

in previous Annual Reports.!'
2

New system study areas reported on for the first time this year are adaptive routing, and

network design and performance analysis. Progress in planning of experiments for the Experi-

mental Integrated Switched Network (EISN) is reported in a separate 1980 EISN Experiment Plan

Supplement. Another separate document, entitled "Advanced Network Technology for the De-

fense Switched Network," :s benq aubmitted to DCA in Project Report form to complement this

report. The purpose of tht document is to summarize Lincoln efforts in the Network Speech

Systems Technology Program over the past several years, and to place these efforts in context

of evolving plans for the DSN.

The FY 80 systems studies efforts are reported in Sec. I. In the satellite DAMA area, a

new "minimum-loss" channel allocation algorithm is presented which shows some implementa-

tional and performance advantages over the "round-robin" algorithm used in previous studies.

In the voice/data integratic- area, a new delay-vs-throughput formula for data-packet traffic in

a hybrid (combined circuit and packet) multiplexer has been obtained and verified successfully

agains.t p'revious simulation results. Efforts reported on multi-link talkspurt switching include

queueing results and -analysis of signaling requirements for a technique introduced in the pre-

vious Annual Report for achieving effective Time-Assignment Speech Interpolation (TASI)

operation in multi-link hybrid networks. Efforts in adaptive routing include development of a

new sequential search algorithm for assigning paths to incoming calls, and initial investigation

and simulation of a distributed algorithm for computing routing tables and modifying these tables

to adapt to network changes. In network design and perfor;-iance ana.ysis, initial efforts have

been made to assemble a software facility to support satellite/terrestrial routing and network

performance studies.

Satellite/terrestrial network integration is the subject of Sec. III. Functional lesigns and

hardware architectures are described for two types of interfaces between the satel ite and ter-

restrial portions of EISN: Interface Applique C to deal with circuit-switched voice traffic, and

Interface Applique D for packet-switched data traffic. The functions of these Appliques include

signaling translation, participation in the network routing algorithm, and (for Applique C) cro-

version from circuit-to-packet format and vice versa. Hardware structures for initial imple-

mentation of these Appliques include PDP-11 minicomputcrs, special microprocessor-based



input/output handlers, and (for Applique C) digital channel banks to multiplex and demultiplex

a T-1 carrier.

Voice-conferencing efforts during FY 80 are described in Sec. IV. These efforts have been
concerned with consulting support for Naval Ocean Systems Center (NOSC), the lead agency for

the SVGC Program, anu with preparation of test materials for their work. The work was largely

carried out by Bolt Beranek and Newman, on subcontract to Lincoln for human-factors confer-

encing evaluation support.
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II. COMMUNICATION SYSTEMS STUDIES

A. SATELLITE DAMA

The previous Annual Report sunimarized the results of simulations of a satellite DAMA

algorithm which will be called here the "simple round-robin algorithm." Its purpose is to use

the prediction of speech activity to achieve a network-wide TASI advantage greater than can be

achieved at any single node with a small number of speakers.

The simple round robin operates as follows:

(1) Each node predicts, on the basis of its present speech activity, the

number of speakers who will be active one satellite round-trip time

later.

(2) It pads this prediction by an amount that has been called the "margin"

and broadcasts the padded prediction to all the other nodes during a

special reservation time slot.

(3) Each node runs the same algorithm, which assigns the time slots for

the upcoming frame on a round-robin basis until either the padded pre-

dictions are all satisfied or the time slots are all assigned.

For each configuration of users, an optimum margin producing the fewest lost packets was found

by repeated simulation.

The simple round-robin allocation algorithm suffers some unnecessary loss of packets be-

cause it does not allocate the capacity left over in those frames when all requests have been

satisfied. Occasionally, one of the nodes will have requested too-little capacity. Some form

of allocation of the spare capacity might save such a node from losing a packet. In addition, the

round-robin algorithm concentrates lost packets more heavily at nodes with large channel capac-

ity requests, during frames where not all requests can be satisfied. From the viewpoint of

speech perception, it is probably more disruptive to have few speakers suffer large losses than

for the losses to be scattered more evenly. Finally, the round-robin algorithm is difficult to
analyze. No simple expression has been found for the expected fraction of packets lost, and

simulation has been the only alternative.

The "minimum-loss" algorithm, described below, is an attempt to overcome these draw-

backs of the round-robin algorithm. In the minimum-loss algorithm, each node reports to the

others the number of off-hook callers M and the number of active speakers j. Using M and j
in a formula given in Ref. 1, each node can compute Pj,k' the probability that there will be k

active speakers one prediction time from now, given that there are j active speakers now. The

formula computation could be implemented by a simple table lookup. If capacity for a speakers
is allocated, the expected number of speakers whose packets will be lost is

1 .(a) = (k- a) Pj,k

k.a

The expected system-wide loss I. can then be represented in terms of J., the present num-
th I thber of active speakers at the i of N nodes, and a i , the allocation of capacity to the i node

one prediction time from now:

3
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N

in its ideal form, the minimum -loss algorithm chooses the a to minimize L, subject to the

capacity limitation

N

( a -2
i=1

Although the ai might have to be integers in practice, we can formally consider them to be (on-

tinuous variables for the purpose of minimization. L.ater, the appropriate nearby integer can

be chosen. Using a Lagrange multiplier b, the minimization conditions become

V l(a.). + b = 0 1 < i < N (11-3)

The simultaneous solution of Eqs. (11-2) and (11-3) for the a. is theoretically intractable and1

computationally too complex for a node to perform once a frame. However, it becomes very

simple under the assumption that 11(a) can be expressed with sufficient accuracy as g [(a - )/u,

where gi and a. are the mean and standard deviation of the speaker activity one prediction time

ahead. Note that the assumption is one of a single function g that works for all values of j. The

validity of the assumption is supported by Fig. H-I1 which compares, for M = 10, the (magnitudes

of the) least-similar functions lb(a) and 1I1O(a) with each other and with the (magnitude of the)

function g that would result from approximating each discrete distribution Pj,k by the contin-

uous, Gaussian density function with mean 4j and standard deviation aj. In Fig. Il-i, the mean

talkspurt and mean silence are each 1.5 s, and the prediction time is 0.25 s.

Under the assumption that the function g exists, one can solve for the ai without even know-

ing the form of g or calculating values of Pj,k"

N
c- 4Ji

ai = 4ji + a D where D N .< i< N (11-4)

i= ji

The allocation formula (11-4) may be thought of as a two-step process:

(1) Allocate to each node i the capacity equal to its predicted number of

speakers, ..

(2) Distribute the excess capacity

N

c-_ Vi

i=1

arkong the nodes in proportion to their standard deviations a. . (If

5i
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V

then assess the deficit in the same proportion.)

The approximate expression for system-wide loss does depend on the form of the function g.

N

1, r(D) a . (11-5)
J.

where the function r is related to the function g. For the Gaussian approximation,

Ie-(D212) D e-(22

r(D) -D__ e /- dy . 1-6)- 27 Nf27 D

Values of the r(D) for Gaussian g are given in Table I-1.

TABLE II-I

VALUES OF THE FUNCTION r(D)
FOR GAUSSIAN APPROXIMATION

TO THE LOSS FUNCTION I'

D r(D) D r(D)

0.0 0.3989 1.6 0.0232

0.1 0.3510 1.7 0.0183

0.2 0.3069 1.8 0.0144

0.3 0.2668 1.9 0.0111

0.4 0.2305 2.0 0.0086

0.5 0.1979 2.1 0.0064

0.6 0.1687 2.2 0.0049

0.7 0.1429 2.3 0.0037

0.8 0.1202 2.4 0.0027

0.9 0.1004 2.5 0.0020

1.0 0.0833 2.6 0.0014

1.1 0.0703 2.7 0.0010

1.2 0.0561 2.8 0.00074

1.3 0.0456 2.9 0.00053

1.4 0.0366 3.0 0.00038

1.5 0.0293
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Fig. 11-2. Fractional packet loss as a function of number of nodes for simula-
tions of simple round-robin algorithm and "ba10 round- robin" algorithm, and
for minimum-loss algorithm (approximate analytic formula). Note that system
TASI advantage equals NM/C so that, for example, N 12 nodes corresponding

to a TASI advantage of 1. 5.
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The loss fraction, obtained by dividing the expression in (G) by tile Incan numer of active

speakers in a frame, is compared with the loss fractions front tile simulations using the simple

round-robin algorithor with optimum margin and simulations using an algorithin referred to as

th e "I00; round robin." The latter is just the simple round robin with error margin arid an ex-
tra step that allocates the unreserved slots. For this particular case, it is virtually identical

with the miniium -loss algorithm.

In suiniarv tile mininium-loss allocation algorithm, in its approximate form, provides a
simple al~ocation formula [Eq. (1I-4)1, an equitable spread of lost packets among the speakers,

and a simple (but accurate) approximate formula for the average rate of loss of packets, Eq. (1H-7).

The minintumn- loss algorithm has a slightly lower fraction of lost packets when conipar-d with

the simple round- robin algorithm with optimum margin.

B. VOtC/I)ATA INTEGRA'TION

A simple approximate formula [Eq.(II-5)J for delay vs throughput for a packet speech multi-

plexer appeared in the previous Annual leport. It was derived from the "lumped-speaker"

model, a means of approximating a given number of speakers by a smaller number of fictitious

"lumped speakers," to arrive at a simple analytic solution for the queueing behavior. Also in

that Annual Heport, a suggestion was offered for extending that formula's us, to multiplexers

combining data with packet speech.

During this past year, it was rec ognized that the lumped-speaker approximation could be

extended even more generally to include cases of combined circuit-switched speech and packet-

switched data [e.g., the Slotted Invelope Netwo,'k (or SE{NE{T) system), provided the delays are

borne by the data and the data are predominantly short messages, not large file transfers.

There are two main steps to this extension.

First the hybrid multiplexer, whose capacity is c bps and whose average data arrival rate

is d bps, is replaced (for purposes of analysis) by a fictitious speech-only multiplexer whose

capacity is c-d bps. It can be argued plausibly that the average delay (borne by speech) in the

fictitious multiplexer is nearly the same as the average delay (borne by data) in the real one.

The second step is to postulate that the queueing behavior of the multiplexer is governed

primarily by the mean traffic arrival m, the variance of traffic arrival a , and a characteristic

correlation time for traffic arrival T. If valid, this postulate allows us to apply the lumped-

speaker delay formula, developed for packetized talkspurts produced by a fixed number of

speakers, to other correlated arrival processes. If the traffic were talkspurts, T would be in

the neighborhood of the average talkspurt duration; if it were circuit-switched calls, T would

be close to the average holding time. The average delay would then be given by the lumped-

speaker formula, here expressed in terms of m, cr, 7:

Average delay = rp' /.n - ](11-8)-- - -P (NI-P

where p = m/(c - d), and M is the largest integer such that (M - 1' (1 + M 2 / 2) / M/p.

In order to test both the technique of the fictitious multiplexer and the application of the m,

CT, T characterization to other arrival processes, the delays given by the above formula have

been compared with those of simulations of the SENET and SVC schemes reported in the 197A

Annual Report. 2 TLe smooth curves in Fig. I-3 show those simulation results for a SENET sys-

tem with 5 Erlangs of voice traffic and an SVC system with a fixed number of calls but with an

.- - . ~ -.-
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average of 5 talkers in talkspurt. A total channel capacity of 15 voice slots was chosen, with

5 dedicated to data. The discrete points (labeled "approximate delay formula") were plotted

using the above formula. They match quite well the results of the simulations, yet were obtained

with far less computation.

The values of m, a, and T were computed for the SVC case as follows. The system param-

eters obtained from Ref. 2 were

N = number of speakers = 10,

P = average speaker activity = 0.5, and

T = average talkspurt length = 1.23 s.

The mean and variance of the speech arrival rate were obtained from the formulas for the bino-

mial distribution:

m= Np

2a Np(I - p)

The value chosen for r was the (unique) exponential delay time for the autocorrelation function

of the arrival process. It is the same delay time that appeared in the speech prediction formulas

in Ref. 2 and may be expressed in terms of T and p as follows:

T = T(t - p)

The values of m, a, and T for the SENET case were based on the following system param-

eters from Ref. Z:

N = maximum number of calls accepted = 10,

A = average call arrival rate = 0.05 s
- , 

and

= reciprocal of average call holding time = 0.01 s - .

9
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The mean and v.iriance of the speech arrival rate were obtained from the Frlang, distribution:

N

-ni pK)

K=O

N
2 _ \K2p) 22 V - i (11-9)

K=O

"%he re

p(K) = N 4 0N K< N(-)

The autocorrelation function for the arrival process in this case is expressible in terms of

many decay times, not a unique time. The value used for T was an approximation to the dom-

inant decay time, in this case 93.0 s, slightly less than the average holding time.

C. .MULTf-LINK TALKSPURT SWITCHING
In the previous Annual Report, there appeared a preliminary discussion of a technique for

achieving TASI operation in multi-link, hybrid nets. The technique resembles the SENET and

SVC concepts in its use of framed TDMA in which the slots not used for voice in a given frame

could carry data. Its chief innovation is the use of the wideband data capability to dynamically

reassign a slot within a trunk group to each talkspurt of a conversation. (The choice of trunk

groups, which defines the switch-to-switch path of the conversation, is fixed when the call is

set up.) This reassignment is controlled by short packets, called activity signals, heralding the

start and end of talkspurts, so speech activity detection is unnecessary at intermediate switches.

Another feature is the brief buffering, rather than immediate clipping, of a talkspurt arriving at

a switch when no slot is available on the outgoing trunk group.

It is worth pointing out that the union of voice and data is more intimate in tie multi-link

TASI system than in SENET or SVC. In the latter two, the data traffic complemented the voice

traffic chiefly by its statistical smoothing effects, in particular the greater tolerance of its users

to buffering delays. This smoothing permitted more efficient use of bandwidth. In the multi-

link TASI system, the wideband data capability is essential to the control of the voice traffic.

This enhanced control permits the multi-link TASI operation, which leads to even greater band-

width efficiency.

This year, two studies were conducted to help evaluate the practicality of the multi-link

TASI idea. One study, done solely for the purpose of putting the signaling load into a familiar

perspective, hypothesized that the activity signals would be carried by the Common-Chanrel

Signaling (CCS) paths of a telephone network. The CCITT No. 6 signaling system, very similar

to the Bell System's Common-Channel Interoffice Signaling (CCIS), was the assumed message

format. Signals are sent as multiples of 28-bit signaling units. The initial signaling unit de-

fines the signal type and the circuit to which the signal refers. Subsequent signaling units con-

tain unrestricted fields for additional information. A talkspurt activity signal is of the form,

"A talkspurt belonging to conversation x (for which a switch-to-switch route has previously

10
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b t
een established) is about to begin (end) on circuit y." Such a signal would occupy two signaling

Mnits. the first containing y and the second x.

Tht signaling channel used for ('([S is a 4-kbps subchannel composed of every second fram-

inv hit of the Tl"-I carrier. If it were used for the activity signals, two problems would ensue.

Iirst. it one assumes a maximum TASI advantage and an average talkspurt duration of 1.23 s,

it %toutld take 14 ris just to cl-ck the signals for the 24 voice channels of a T- I carrier. The

,% ra iv signaling traffic would be 60 percent of the ('('IS channel capacity. Under reasonable

assumptions for a queueing model, the average queueing delay for an activity signal would be

about .X- ms, with a few percent of the signals queueing for several times thiE long. The result-

inL! svsttm would be too sluggish for efficLent talkspurt switching, even in the absence of other

traffic one might normally expect on the CCIS channel.

Therefore, it will probably be necessary to devote a full 64-kbps voice channel to the activ-

itV signaling for the other 23 voice channels on a T-1 carrier. Whether this should be done un-

der the recently developed CCITT No. 7 signaling system, or whether it should be done under

an independent protocol - more efficient for talkspurt switching - is not clear at this time.

An additional study was done to characterize the expected speech quality and buffer require-

ments of the multi-link TASI system. A simple model has been proposed for describing the

delay at a node. It differs from earlier models of speech multiplexers used at Lincoln because

its arrival process for talkspurts depends on the conditions in the queue. Earlier models had

postulated an independent arrival process. n particular, it is assumed that a speaker will not

produce a new talkspurt before his last talkspurt has been fully transmitted onto the channel.

The justification for this assumption is that the two parties to a conversation usually alternate

talkspurts.

More precisely, the number of talkspurts in the system (being queued or being transmitted)

is described by a birth-death process. The probability per unit time of a new talkspurt entering

the system is proportional directly to the number of speakers not having talkspurts in the system,

and inversely to the average length of a silence. The probability per unit time of a talkspurt

leaving the system is proportional directly to the number of talkspurts being transmitted, and

inversely to the average length of a talkspurt.

The model has a simple solution in classical queueing theory. A computer program has

been written to calculate that solution and has been run for the cases of 5, 10, and 20 outgoing

voice channels with varying numbers of speakers and available buffers. The results shown in

Fig. 11-4 may be summarized as follows:

(t) The average buffer memory used is one or a few times the number of

bits in the average talkspurt, nearly independent of the number of out-

going voice channels (75 kbits for 64-kbps speech).

(2) The average delay, given that delay occurs, i.- one or a few times the

time in which the combined output channels can transmit the number of

bits in an average talkspurt. This is of the order of 100 ms for the cases

studied.

Figure I- 5 shows the probability that a talkspurt will be delayed as a fnction of TASI advantage.

Average talkspurt and silence durations of 1.23 and 1.34 s, respectively, were used.

The above analysis assumed an unlimited amount of available buffer memory. In practice,

talkspurts which have been buffered for a certain length of time will have their leading portions

! .2 -- .
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clipped. The result will be a decrease in average delay (paid for by losses of speech). To ex-

ainine the trade-off between delay and loss, a computer simulation of a talkspurt switch was

done. A typical result is shown in Fig. 11-6, for a TASI advantage of 1.6. Included for compar-

ison is " similar result for packet switches obtained by the analytic technique described in

Ref. t.

CIRCUIT
5SWITCH

SWITCH

TALKERS

I 6 TRUNK
10TRUNKS

- % -%% 
%

MAXIMUM DEAY I.)

Fig. 11-6. fIlustration of trade-off between cutout fraction and delay in buffered
talkspurt switches and in packet switches.

[t should be mentioned that these performance studies considered voice only, whereas the

niulti-in~k TASI system is intended for an integrated voice/data network. In the latter, the data

P traffic (except for the small portion controlling the speech traffic) can be given lower priority

than the voice traffic, with the result that much of the delay can be shifted from the voice to the

data traffic. Since data users usually tolerate delay better than voice users, there is a fortunate

miatch between these two traffic types.

1). AI)APTIVF ROUTING

A complex and very important aspect of networking is routing, which determines how a path

through the network from source to destination is assigned for each call setup request. Routing

11inIcds two basic functions: (t) the establishment, and possibly the adaptive modification, of

routing tables utilized by the switches to determine paths for calls; and (2) the actual operation

of the switches to set up individual call paths based on these tables. The first function is an im-

portant element of the more general task of system control for a switched network, which in-

( udes al! the management functions necessary t(J maintain survivable and efficient network per-

forniance in a highly dynamnic operational environment. The second function is an important

14
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element of network operation, which can also have a significant impact on the network grade of

service. For military networks, traffic routing techniques have the dual objectives of wartime

robustness and peacetime efficiency. Robustness is the overriding consideration; the system

must reliably provide essential communication services to critical users in spite of possible

severe network damage.

The future DSN is projected as a distributed mixed-media network with control as close as

possible to the users. Small, on-base, digital circuit switches will be used, and the potential

exists to exploit the computational power of modern switches to adaptively route traffic in the

face of network changes. In this context, Lincoln has initiated a network routing study during

F'Y 80 focusing on adaptive routing techniques relevant to the DSN. During FY 80, the two basic

routing functions described above have been addressed. Subsection i below describes a new

sequential algorithm for determination of individual call paths based on a given set of routing

tables. With respect to adaptive modification of routing tables, a study and initial simulation of

a distributed algorithm for fail-safe routing table adaptation have been initiated. This topic is

covered in Subsection 2 below.

t. Sequential Algorithm for Call Routing

A new adaptive scheme called the Sequential Routing Algorithm 
3 

has been proposed as a

possible means for enhancing peacetime efficiency and wartime robustness for a military net-

work of the type projected for the DSN. The algorithm assumes the existence of modest comput-

ing capability at each node and a reasonably fast common-channel signaling mechanism joining

the node processors. Preliminary analytic results indicate that this algorithm offers a high

degree of adaptability in the face of severe congestion or network damage, coupled with fast and

effective performance under conditions ot light loading.

The essence of the sequential routing algorithm is an efficient tree search of all possible

routes for each call, taking full advantage of distributed processing and using a variable-length

header field in the call request message as a "traveling path memory." The name of the algo-

rithm reflects its similarity to the powerful tree-search receiver technique called Sequential

Decoding 4
,

5 
which is used with convolutional transmitter codes in certain forward-error-

correcting systems. A sequential decoder maps all possible message hypotheses onto a tree,

and for each evaluated path it computes a "likelihood ratio." This quantity is largest for the best

path (that is, the one having the greatest probability of being the message that was actually trans-

mitted). The decoder must incorporate a fairly powerful computer to perform the calculations,

as well as a sizable memory to keep track of all the tree branches searched so far in a particular

decoding episode. Various techniques are used to achieve a low average processing load by pro-

ceeding rapidly to the best answer under normal conditions, while reserving the capability of

searching more deeply into the tree whenever necessary to combat an occasional severe burst

of noise.

In the sequential routing algorithm the tree information is contained in sets of simple, easily

modified routing tables distributed among the N nodes of a network. Each node has (N - i) ta-

bles, one for each of the other nodes in the network. ns., ad of listing complete routes, each

table lists (in order of preference) only the first link of the possible routes. Each intermediate

node between a source and a destination for a particular call receives the request message and

processes it by determining the uppermost (unblocked) link in its local routing table for the de-

sired destination. It then forwards the request message to the noue at the end of that link, and
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ht'c, ~, ca. i.~I paldt ,d. It all rott out of all urterio edtatt, node are blocked, the request is

I rallk cl ha, k" mwe or il ult Vat ps to eprvous node.. A conlplete history of the forward and

rcankh, k iim t. of a rt.quest ., ma inta ined tit an expandable header on the request message,

a. -ai t h Iotel liltdati, fliod add irnc, an itin to the header dest ribing the action currently being

taktn. Thus, In prin t)pli the. re.quest ims sage to uld nakt. an exhaustive search of all Possible

routeus fromi th. soiur rI to thu' dustimation. Lik e the sequential decoder, hov. ever, the sequential
routtl algorithn1 needs to seart h only far enough to find the first satisfactory solution. This

is fast and efficlent under light traffic conditions, but substantially reduces the probability of

)lockage under heavier loading, as explained below.

The alaptive character of the algorithi lies in the ability of individual node processors to

alter their routing tables to reflect changes in the status of links connected to them. Whenever

a node discovers that one of its links has become inoperative for some reason (such as an elec-

trical fault or destruc'tion of the link or the equipment at its far end), the node cancels all ref-

erences to the affected link in all of its routing tables. This automatically causes the system

to find alternate routes around the inoperative node or link, if any alternate connectivity still

exists.

The sequential routing algorithm is very difficult to analyze mathematically, primarily be-
cuse of the number and complexity of possible routes through a network when crankback is

allowed. Computer programs are in preparation, as described below, for both steady-state

evaluation and dynamic performance simulation of the algorithm in general networks. Mean-

while, some interesting preliminary results have been obtained for a class of idealized symmet-

ric tree networks having enough structure and simplicity to permit analysis with reasonable

effort. Specifically, we have considered the steady-state performance of network models of the

form illustrated in Fig. 11-7 composed of identical copies of a simple one-input, two-output node.

It is assumed that the conditional probability of link blockage at this node, given that a call at-

tempt is made, is p for the upper output link and q for the lower output link. The protocol for

handling a new call entering the node is to try the upper link first; if blocking occurs there, try

the lower link; and if blocking occurs again, crank back to the previous node. The probability

of successful transmission is thus (1 - p) for the upper link and p(I - q) for the lower link, and

the probability of blocking at that node is pq. This is illustrated for the leftmost node in Fig. [1-7.

SOURCE DESTINATION
NOODE NODE

I - Pt

Fig. 11-7. Third-order symmetric
tree network model.
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A k th-order tree of this type has k columns of nodes, and 2k outputs connected to the des-
tination node; k = 3 for the example shown in Fig. 11-7. For any positive integer value of k,
exact iterative formulas have been obtained for the blocking probability (Pb)k' the number of
distinct forward throughput paths Fk, and the number of distinct reverse (crankback) paths Rk.

Exact formulas have also been derived for the blocking probability (Psf)k achieved in the same

network with a spill-forward routing algorithm, and it is shown that (Psf k is higher than (Pb)k

by a factor of k when traffic conditions are moderate to light.
A (k + 1)-order network consists of two k -order networks fed by the two branches of a

node identical to those in Fig. 11-7. Figure 11-8 illustrates the derivation of the iterative formula

for the probability (Pb)k+t that a call request entering the first node of such a network is blocked.

The four possible ways that blocking can occur are indicated at the left of the figure. The first
occurs with probability pq, when both branches out of the first node happen to be blocked. The
secuoid blocking mechanism occurs when the request gets out of the first node via its upper
branch [probability (t - p)[, is blocked by the upper network Nk [probability (Pb)kl , cranks back
to the first node, and is then blocked when it tries the lower branch (probability q). The joint

N _ 2 k OUTPUTS TO

DESTINATION NODE

IN kq(1 - p)

IN " Pl - q)

2 k OUTPUTS TO
DESTINATION NODE

Fig. 11-8. (k + I)-order symmetric tree network.

probability of this event is (Pb)k q(1 - p), as indicated. The third blocking mechanism involves

a direct trip down the lower branch out of the first node, and blockage there by the network Nk.
In the fourth mechanism the call request goes out on both the upper and lower branches in suc-
cession, and is blocked by the k th- order network on each of them. The total probability of block-

ing in the network of Fig. 11-8 is the sum of these four terms:
2

(Pb~k+i = pq + ( q(1- + p1 - q) + P (1 -p) (1-q)

= pq + (Pb)k x + (Pb) (1 - pq - x) t-0

where

x = p +q-2pq

Applying Eq. ([1- 0), wc have

(Pb), = pq

(1302 = pq [ + x + pq(1 - pq - x)]

(Pb)3 = pq {1 + pq 1t + x + pq(t - pq -x)[ + p2 q2 (1- pq - x) +t + x + pq(t - pq -x)[ 2 )
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and so on. Notice that the expressions for (Pb)k are all of the form pq(1 + 6), where 6 is of

first or higher order in p and q.

We may now examine the blocking probability improvement offered by the sequential routing

algorithm, compared with a spill- forward scheme in which node output branches are chosen in

the same way but crankback is not allowed (i.e., a call request which is blocked at some node

is dropped immediately). It is easily shown that the analog of Eq. (l-9 for such a spill-forward

network is

ersf)k+l = pq + (".fl
)  (I - pq) (r-II-

where

( 1 
sf ) 

1 = 
pq

We notice immediately that Eq. ([I-lI) has the form

(Psf)k+i pq(k + I + ,)

where ( is of higher order in p and q. In other words, for a network of order k in which p

and q are small (i.e., the grade of service at the individual network nodes is reasonably good),

the sequential routing algorithm achieves a blocking probability that is lower by a factor of k

than would be achieved by the spill-forward algorithm.

For some purposes, it is of interest to know the number of distinct forward routes Fk

through a k th-order symmetric network with sequential routing, and the number Rk of distinct

reverse routes by which a call request can be cranked back out of the network. Figure 11-9 illus-

trates the derivation of iterativ formulas for these numbers.

Rk Fk

N € Nk

Rk 
/ /Fig. 11-9. Enumeration of routes

Rkk for a symmetric tree network.

NA

kk

For a single call request entering the first node, there are three throughput mechanisms:

Fk different forward routes through the upper k th-order network, Fk different forward routes

through the lower network, and a set of RkFk routes that get cranked back from the upper net-

work and make it through the lower one. Thus, we have

Fk+t = Fk(2 + Rk )  (11-12)

The four reverse mechanisms shown in Fig. 11-9 are: ooe possibility for immediate blockage at

the first node; Rk different crankback routes from the upper branch, which then fail to get out

via the lower branch; Rk crankback routes from the lower branch; and Rk
2 

routes which get

Isk

A6 A.- -



cranked back on both the upper branch and the lower branch. The total number of possible paths

which are available to be cranked back from the (k + t)-order network is therefore

Rk+1 l t + 2Hk + t1k = (1 + 1 2 (-13)

The following table shows the extremely rapid rise in the number of possible routes in these

networks:

k R k F k

I 1 2

2 4 6

3 25 36

4 676 972

5 458,329 659,016

The relationships between these specialized networks and realistic topologies are recei'vng
further study. Clearly, one would not expect to find a real network connected in this special
way, and made up of identical nodes with identical link-blocking probabilities. In general, one

must resort to computer simulations and numerical techniques to analyze complex practical net-

works; Lincoln is addressing this also, as described in the following paragraph. On the other

hand, the symmetries of the model used here lead to clean, analytically tractable solutions, as

we have seen, which appear to offer important insights into the behavior of more general net-

works and may, indeed, yield approximate solutions applicable to certain classes of more real-

istic networks.

Work is in progress on the development of a software test bed aimed at further investigation

of the sequential routing algorithm as well as other adaptive routing techniques. The initial im-
plementation of the software test bed has focused on a particular example of a distributed adaptive

algorithm called the "Failsafe Distributed Routing Protocol,"6 which has been proven analytically
to have the capability to adaptively route around failed portions of a network. This protocol is

one of several techniques described in the literature which offer the capabilities of initializing

routing tables for a network, and subsequently modifying them in response to changes in the net-

work. The software test bed is designed to permit measurement and comparison of the perfor-
mance characteristics of such protocols, alone and in combination with sequential routing, spill-

forward routing, polygrid routing, and others.

2. Distributed Algorithm for Routing Table Adaptation

As discussed above, network routing can be separated into two basic aspects. The first

applies to a network in the steady state. It operates at the individual switch and consists of for-
warding routing requests to the appropriate next switch with the aid of a fixed set of tables of

preferred routes to the desired destination. It is usually tailored to optimize some measure of
network performance, e.g., to minimize overall delay.

The second aspect of routing is the adaptation to changes in network resources, e.g., the

loss of some links. Its operation is global and must be implemented either by a central control-
ler or a set of distributed controllers. Its goal is to effect timely updates to the tables control-

ling the routing at individual switches. In other words, the adaptive routing aspect amounts to
dynamic recalculation of the parameters controlling the steady-state aspect.
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Th hasi, rroto-ol has been prograrnired and debugged. A graphical display parkage has

heein designed to provide insight into network behavior-. lxper innments conpleteI with thu sir ula-

tion during FY 80 have shown that the basic failsafu rotting algorithm works 01 f-( tlttVely ,( ord-

t1mg! to thu' theolry desc ribed ill Ref. o. The simulation will be utilized as al rrrpo rtant tool in our

'Y 81 studies on adaptivw I'outin, arid rietwork control.

F:. N'TW)I)K DE)SIGN AND PER FORMAN(E ANALYSIS

Tilt, inpo rtant topic of ntwork routing, discussed in tilt preceding section, is ,losely re-

lated to the topics of network design and performance analysis. (rn a long-terin basis (e.p.,

weeks or nonths), one adapts to network cost or traffic patterr changes by redesigning the net-

work as well as the routing tables. This redesign is evaluated by network performance analysis.

During FY 80, lincoln has requested and obtained from Defense (ommunication Engineeri,
7

('enter (D(fC') a network design and performance analysis computer program to aid in the over-

all routing study. The program was originally written to aid in the design of large-scale terres-

trial circuit-switched networks. Point-to-point satellite links are easily included, but modifica-

tions are required to incorporate broadcast DAMIA satellite links. This program has been

installed at lincoln, and modifications have been defined to incorporate DAMA1 satellite links

into the network routing and performance analysis sections of the program.

The intelligence of the program is concentrated in three sections:

1) "Shortest"-path routing: given a network topology and individual link

"lengths" (generalized costs per unit traffic), find a preferred routing

from each source to each destination that minimizes overall path "length."

(2) Topological improvement: given a network loaded with traffic according

to a certain traffic matrix and a certain preferred routing, seek additions

or deletions of links to improve an overall performance nreasure (in this

case to minimize "cost").

3) Performance: given a network design (including routing-preference tables

and a strategy for using them) and a traffic matrix, evaluate in detail the

expected grade of service.

During FY 80 the program has been modified for compatibility with the Lincoln central com-

puter facility, arid test programs have been run successfully. Modifications to the performance

section to include broadcast satellite links have been defined. The intent of these modifications

is to make the program serve as an effective tool for our FY 81 routing studies. The modified

performance analysis prov rani will allow us to deal with relatively large networks including both

point to-point and broadcast links, so that we can move beyond the simple but unrealistic sym-

metric tr ee networks analyzed in Se(. 1) above.

Altnough we have been considerin: the network designr and performance analysis program

primarly as a tool for our routing studies, it is also possible that such a program would aid in

the reconfiguration of a I)SN-like network after damage. The design program could assist in
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The uist Of flexiblh dt tland-a.ssigrIed satellite C-olnti'Uicattons as an overlay for a terres-

trial iintork offters a nuntldt' of attractive advant:ges. Ieyond the cost advantages of satellite

th'oltlklrg, flexible l).\ \ teclniques call provide fast response to changes L11 traffic patterls and

rapud r configucation tile event of damage. lhe use of a distributed routing algorithm and

svstem I control techniques is indicated to maxiiliz e res pons iveress arld the ability of isolatc_

parts of a damaged ntwork to perforin usefully. llowever, sotlie central control capabilitv is

also needed to allow svstern control policits to be adjusted to Illeet globallv perceived needs.

ACCESS

SATNET SATNET AREA
REE NIONL

Fig. III-i. Integrated system with satellite network overlaid
on switched terrestrial network.

Figure Ill-I shows a satellite network overlaid on a terrestrial network whose nodes are

DSN regional switches. The figure shows a regional DSN switch servicing integrated speech

and data for users in its access area. While the EISN test bed will have some integrated local-

access areas, this section will discuss instead the interfacing of EISN to existing circuit-switched

speech networks and, separately, to an existing packet data network, the Experintental Data

Network (EON). Therefore, the gateway shown between the regional DSN switch and its asso-

ciated satellite network node will be described as two distinct parts: Applique C (for "circuit-

switched ") and Applique D (for "data ").

During the past ,year, Lincoln has developed functional designs and hardware architecture

for initial experimental versions of Appliques C and D. Detailed design and construction are
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plann'.d for tile corning vear. Tire scale of the experiments that call be conducted with these

facilities will be lif ited by tile capacity of the EISN satellite channel and the availabilitv of

circuit and packet switches. Nevertheless, these experiments will allow a realistic assessment

of tile implementation requirements for larger-scale gateways, as well as demonstration of tile
feas ibility of a satellite network overlay concept. In particular, EISN will be utilized for experi-

mnental validation of functional designs for routing and protocol translation modules in the gate-

was. Tl'he remainder of this section discusses architectural philosophy alternatives for satellite/

ttelrestrial gateways in the EISN context, arid explains the specific design choices that have been

wi ade for \ppliques C" and 1).

Il gentrltal, it appears to be true that satellite and terrestrial components can be integrated

iniost vffectivel in the framework of a single network, rather than as an interconnection of sepa-

rate and distinct networks. For example, it is preferable for a voice user to dial the number of

a partv to i called without having to consider whether a terrestrial or satellite route might be

tv(olved in tile call. The net work routing algorithms would decide how best to serve the call

request in view of tile currently available resources, the caller's precedence, etc. In the other

extreme of separate networks, one has tire familiar tie-line type of connection, where the caller

first dials a number for a gateway and then dials again when in contact with the other network.

With tire tie-line approach tire user has more control of routing decisions, but he requires more

knowledge to use the systeni effectivlv, and the system is denied much of its potential for opti-

mizing performance. It is therefore preferable that long-range design efforts be directed toward

the re 'ization of an integrated network in which satellite/terrestrial interconnections are trans-

parent to users, and the svsteni control algorithms have the greatest potential for optimization.

In practice, however, one must deal with interconnections of networks rather than the design

of an overall integrated systeni. Gateways are required to effect the interconnection, and the

best that can be done is to design the gateways to make the interconnection as nearly invisible as

possible. For this reason, the Lincoln design for the circuit-to-satellite gateway (Applique C)

for tire EISN experiments appears as a tandem node in the terrestrial circuit-switched net. As

such, it can participate in that network's routing algorithms, and the voice subscribers in the

terrestrial net would be unaware of the existence of the satellite links provided by the intercon-

nection except to tire extent that they detected the increased delay in the speech path. The same

device, in addition to being a gateway between a terrestrial net and a satellite net, is a gateway

i)etween a circuit net and a packet net, and must perform the functions of packetization and de-

packetization so that a continuous bit stream is maintained in the circuit-switched net.

The initial implementation of Applique C will make use of a minicomputer hardware and

interface configuration being used at the other wideband satellite network (WB SATNET)* sites

for packet voice experiments. Use of tids configuration will significantly reduce development

costs but will limit the Applique throughput to two or three voice channels. Initial experiments

will demonstrate the effectiveness of the circuit-to-packet gateway capabilities in a loop-back

mode through the satellite channel. These experiments will exercise in a rudimentary way the

routing protocols supported by the Applique. Alternate routing ex ents will be carried out

!,The WB SATNET refers to the satellite portion of EISN including the PSATs (demand-
assignment processors), Earth Station Interfaces, and the channel itself. The WB SATNET
is jointly supported by DCA and DARPA.
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at a later time when more than one Applique and real circuit switches with terrestrial connec-

tivity are available.

The Lincoln design for the data-net-to-satellite gateway for the EISN experiments (Appli-

que D) appears as a host computer in both the terrestrial data net and the WB SATNET, so that

protocol efficiency and performance measurement experiments can be carried out with the stan-

dard internet and transmission control protocols. These protocols place the burden of routing

optimization on hosts and gateways rather than on the networks themselves. This strategy is

appropriate for an internet environment where the interconnected networks are really indepen-

dent, but it is not well suited for a situation where a satellite net is simply overlaid on a terres-

trial net. In such a situation, the internet routing policy will never choose a path that goes

outside the originating network unless special routing is requested by the sender. This standard

type of internet datagram service, while less than ideal, is consistent with current data net

practices. Data communication experiments in which the satellite net effectively serves as an

overlay to the terrestrial packet net can be accomplished by allowing the sender in the terres-

trial data network to request routing through the satellite.

FRAME TIMING
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Fig. [11-2. Functional block diagram for Interface
Applique C for EISN.

Figure 111-2 is a functional block diagram for Applique C. Voice and its signaling enter and

leave at the circuit-switched side on T-1 digital carriers. While the signaling system is not

indicated, the initial implementation of Applique C is intended to support a subset of CCITT

Common Channel Signaling System No. 7, as well as one signaling system compatible with com-

mercially available peripheral equipment for digital switches at proposed EISN sites. The cir-

cuit receiver block acquires symbol and frame synch with its T-i carrier and separates the

signals from the voice. The circuit transmitter acquires symbol and frame sync with its T-i

carrier and combines the signals with the voice. In the initial implementation of Applique C, only
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one to three speakers can be accoinmnodated, so most of tihe 24 voice channels of the "['-1 will be

ignored. In tile case of CUITT No. 7 si,'naling, one voice channel will be dedicated to signaling'

at o4 kbps. Other signaling systems use special subcarriers of the T-1.

The signals for both networks enter the protocol processor, whose iain functions are

t making routing decisions and translating between the protocols of the circuit-switched net and

the packet net. In the initial implementation, the routing will be rudimentary. A few local

phones will be interfaced to an .. pplique C at each of two or three EI[SN sites. The protocol pro-

cessor %%ill siMply decide, from the number being dialed, at which EISN site the other phone

resides. If it is a distant site, the only routing available will be through the satellite, and the

processor will instruct the satellite/terrestrial switch to route to the packetizer and generate

the proper headers to get packets to that site. If the other phone is at the same site, the only

sensible routing would be the bypass through the satellite/terrestrial switch to the proper voice

slot in the circuit transmitter. hlowever, the option of a loop-back path through the satellite

will also be provided to allow experinients to be conducted at a single site.

At a later date, real digital circuit switches with terrestrial connectivity are expected to

become available at some EISN sites. Then there will ie a nontrivial choice of routing terres-

trially or via satellite. There will also be a choice of making the satellite/terrestrial deciskn

in the digital switch or its associated Applique C. Still farther in the future, beyond the EISN

experiment, it would make sense to incorporate the gateway function and the DSN regional switch

into one hardware package with common control.

When a call from the circuit-switched net is routed via satellite, the synchronous voice

stream enters a buffer in the packetizer. There it is accumulated into packets and augmented

with a header and a frame time. These voice packets, as well as signal packets from the pro-

cessor, are sent into the packet net by the packet dispatcher. if the optional Speech Activity

Detection (SAD) is used, then those packets deemed to be silence are never dispatched.

Packets arriving from the packet net are separated into signal and voice by the packet ac-

ceptor. Voice packets are arranged in the playout buffer according to the relative difference

between their recorded frame times and the frame timing derived from the circuit transmitter.

The playout buffer must be longer than the packetizing buffer in order to smooth the dispersion

in transit times among packets traversing the packet net. Even so, there may come a time to

play out speech for which no packet has arrived. This could happen intentionally (through the

operation of the SAD) or unintentionally (by packets being lost or unduly delayed). In either case,

the playout timer must generate silence to fill the gap.

Tite hardware being developed for the initial implementation of Applique C is designed to be

used in two different experimental configurations. When EISN sites with digital circuit switches

become operational, then Configuration I of Fig. 111-3 will be used. The Applique C will appear

to the digital switch as a tandem switch, connected by one to three interswitch trunks occupying

designated time slots of a T-1 carrier. Before real digital switches are available, testing and

simple experiments with Applique C will be done using Configuration II of Fig. Il1-3. Here, a

simulator replaces the digital circuit switch. The telephone instruments will be chosen for ex-

perimental convenience rather than realism. The four functions of speaking, listening, "dialing,"

and "ringing" will probably be carried on separate wires. What will be realistic are the signals

leaving the simulator and entering Applique C. Coders within the simulator will digitize the tele-

phone speech. A sirnal translator will convert the "dialing" signals into an interoffice signaling

protocol. In other words, the switch simulator will function like a local telephone office, except
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Fig. 111-3. Configurations for terrestrial/satellite integration
experiments using Interface Applique (.

that it will lack a local switching capability. Even a call from one of its local subscribers to

anothec wil! be tandemed (on the caller's dedicated trunk) to Applique C for connection.

The initial implementation of Applique C, as well as the switch simulator, will nake use

of hardware either already built for other purposes in the EISN experiment or available commer-

ciallv. This approach has been chosen to shorten the design and construction time, even though

it is recognized that the initial hardware design probably will not be expandable easily to handle

many simultaneous calls. What will carry over to future designs will be the algorithms for pro-

tocol translation. However, as the initial implementation of Applique C takes form, it should

become clearer how the hardware for a larger version ought to be organized, and design recom-

mendations for such a larger version are considered part of the task of developing the initial

version.

Figure 111-3 shows Applique C made of two sections, a T-1 interface and processors. The

T-1 interface corresponds functionally with the circuit receiver and transmitter in Fig. 111-2.

The processors perform the remaining functions. The switch simulator is also comprised ba-

sically of a T-1 interface and a processor (the signal translator). The hardware to be used for

these components will be discussed and illustrated below.

Many of the functions required of the T-1 interfaces resemble functions performed in the

digital channel banks sold as peripheral equipment for telephone switches. Today, the most

common use of a digital channel bank is the interfacing of a T-1 carrier serving as a trunk

group between analog telephone switches. Conceptually, a digital channel bank oper,;tes as fol-

lows in the analog-to-digital direction:

(a) For each incoming analog trunk, separate the voice from the signal.

(b) Filter, sample, and digitize the voice.

(c) Convert the signals into a digital format suitable for the signaling sys-

tem being used.

(d) Multiplex the digital voice and signals onto the T-1 carrier with proper

carrier and frame synch.
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Fig. 111-5. A modified digital channel bank serving as a switch simulator.
Signals are carried in a common dedicated ('CS channel. Assumed sig-
naling protocol is CCITT No. 7.
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The actual order of operation of a particular charnel hank may differ froit the above steps.

For examiple, a channel hank with a colnriol codec wo(Ild tiultiplex the' V¢(Ii(.c (into a sampled-

analog signai) twfore digitizing it. Steps (c) and ld) will differ fo r different signaling systen. s.

Most coiflniercial channel banks inplement svstenms where the signal for each trunk occupltS a

ded iatelf sUbocharNIel obtained1 bv stealing sotie or all of the low-order bits of the voice samples.

If (V ITT No. 7 comm on channel signaling were heing used, one of the 24 Voi''e channels would

he dedicated to signaling niessages.

Figures 111-4 and 111-5 are functional diagrams of a digital channel bank modified to serve

as the swkitch simulator. Signaling in dedicated channels (one per line) arid ( CIT No. 7 coornoi

channel signaling are shown in Figs. 111-4 and 111-5, respectively. Channel bank function (a) is

not used, because the voice and signaling are already separated at the phone instruments for two

reasons. The first is experimental convenience. Since we are attempting to simulate a switch,

not a phone, we aight as well avoid the problems of multiplexing signals and sl eech on the same

wires. The second reason is that the channel units (plug-ins that interface individual lines to

the channel bank) are made to service interoffice signals, riot subscriber-line signals. There-

fore, even if a standard phone instrument were used, the channel units would have to be modi-

fied to deal with thtir signals. The filtering and sampling will be done by the channel units, and

the digitizing either in channel units or by a common codec, depending on the design of the chan-

nel bank. The signals will enter a custom-built, microprocessor-based, signal translator.

Different interoffice signaling systems can be simulated with different software in this processor.

- -X/OEMUX 7,

TO ALL-D0IGI TAL •0

APPLIQUE C CHANNEL U

HA NEL

SYNCH
FROM

LF R1SE 
TCH

SCOMMONyCH

SIGNALING

CLOCKS

Fig. 111-6. A modified digital channel bank serving T-1 interface
function of Interface Applique C.

Figure 111-6 shows the use of a modified digital channel bank as the T-1 interface of Appli-

que C. Here, the codec function is not needed because both input and output are digital. A

custom-built, all-digital "channel unit" simply multiplexes the few voice channels and the com-

mon signaling channel (if used) onto a single bus to the Applique C processors. While the chan-

nel unit might do some preprocessing of signals to ease the load on the Applique C processors,

it vould be a simple device compared with the signal translator.
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Fig. 11I-7. I'r0oceSSOI' iolfigltatioll for IiiterfaceI Applitillf

TIhe proc-essor configuration for Applique C is shown in 1, ig. 111-7. It ut i'lies thle sane

equipment as the speech concent rator: a PI)l'-1 t/44 minicort puter; two I %I( -/5g .s (Zho5 in ic ro-

processors with U N Il-US interfaces ), etII with so0111 n 1i Ior% ; and a shared 11 em orv for the

UNIti-ZHO's. Roughly speaking, thle comlponents in Fig. 111-7 -ot re'spori to the functitonls i

Fig. 111-2 as follows. The pac ketiz ing and depacketii ing are done h% the UI M -/50 (011111. (ltl

cating with the T -1 interface of Applique ( . The huffer storage is supplied h the /so1 share-

memory. The packet dispatching and receiving are the tasks of the IUl('-iTO conlniunaatirig

with the PSAT. Protocol processing, including the s'diellite/torrestrial switching, is done in the
PU)P- 11/44. Software for the processors is developed onl the 1'II 1 l'h/70 and down iloadedI intol

the PDP-11/44 and UNIC-Z80's via a teletype link.

This same configuration of PUDP-1 1/44 and UN( -75.0's will also be the inilt al iipleinnt i -

tion of Applique U, which will interface the EUN at the I)C(t site to tlt' EISN satellite netw'Ork.

Instead of the T -1 interface to Applique C shown iti Fig. alI ica ad htas heen huilt to ititerface

the I NMCZKO to the 1822 LHI-UII data litnk used for INI P-to-host c onnection in the LI)>. 1 hec

UNM(-78O will he programmned to appear as a host to the EIIN. Blecause it is at patcket-to-pao, ket

gateway, Applique U will he simpler to implemlent than the circuit-to-packet gatewaYv, Appli-

* que C.

It should he noted that, initially, the PUPI-i 1/44 and two tM( -/50's will hetmesad

in their multiple functions of Appliques C and 1). Only one of these functions miay he experi-

* mented with at any given time. Later. a single UNIU-Z80 on the PSAT side and mlultiple

CMC-Z8O's on the other side may allow more than one kind of experimtent so-trultaneously. Of

course, such simultaneous experiments will still be limited in hit rate, since thle addition of the

extra UNIC-Z80's will not increase the throughput of the rest of the processor.
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WV. VOICE (ONFEREN('ING

%kor-k onl voice i rife-erc inig fit FY Iio has been coriceizicil Aith sup;)oi't of the( field -test prr'-

Itiori of thet %'ror-Id -W ide M\l itatI 'ur Commanrd arid ('olitrol Svstell M W WNIC (() Secur-e 'ojce/( i. ph irs

(rnftrce i-eig SV( i%(C) Test arnd iN alliit~iori PI'ogi-alli for- whicrh thet Naval ()(-call Svstemns ('enter-

\( )S(' I is t'. fezd orlgarri/at ionr. As (oi ig ina llY platined, out' wok was tu include conrsultationr

%%Lill N')S(L oi test design , ;rdrriijitr'-ition, arid evaluation, as well as labor-ator-y simrulation of

fluld-tt-;t ofigur Iat lolis anid thet vvaluzrtiori of exper-imental r~esults. As it has developed, labo-

VrOl \' Slilflr In ii arnd evz lat lull Of t-esults Irave riot been possible because of delays in thle start

4 t i li-test v'\ pe run eriets at .\( S( 'whit it did niot get be vond tire preljin ary expeximrn et stage

inl Uilc I N'Q ~). lIn Ir,. itC :if i,, tite- V(lUiHicut fo:' siiati'rg tire ot-oadicast satellite chlanniel wh ichfi s

tin e c-'nt l"I '.i't'i ct ui tire \ V %%l((CS Sn\(( approachi to cronureecjng rhid riot ble( loine available.

III~ ,I :L!!olLt Lor1.S IllI' 1 f IA L' mzl krcV tntilrI a S SUI I tilolls a bout it Ie bellavifor oif ti Iat e qo ipnireit ; further-

,1:ul I..! l I, )nlIlllrei for' F 'i st) %wouIlI rave refined tiret'sut 1)11RSOi the( has is of feeding mieasure-

!Icr'its oft tilt A, tLrirl p'fr'rrrt of tire, t'qUIPIlnt it~ck into tile simrulartiorns. bit tile absence of

sunii'!cstr'tiierts , fur-tirer' simuilationrs Aoulid have been pointless.

l11ien luSt' -if tfit' 1la 1i tire' ,;tilt tiri! rof serious testing at NOS(', conferencing wor-k fin FY 80

hcc! , r'r,[i, cl-i nr rril\ I Lilt. corIS It atll io W'ithr NUSC aind the p reparation of test scenario niate ri-

IIS flit tcl irse'. 'I lie a ri-k has been larr'gelv car'trjd rot iv Bolt B~erarnek and Newman, Inc.

(1Mls %% ho iiur ia. pr'rv idIc ilili.in-fartro ris suppolrt tli tougliout tire voice-conifereleing evaluation

a% rit irifit'ikcri it I.1ri, ili I .,ibornnra liy uring thet paist thr-ee years. The px'inlarv effozt during

I' % 0 kt ielt,%tki trr lit e)r;;l o rf s, ell1io rnter'ials for- upcoinrg conferencing tests at NOSC

ii. I tI,t -t'.rIuzn n it~oIo ,I tvviiztI ( cstatist lc,rl tikeaton crts for- data to be collected within that testing

e.Il( ii l0It'I li. \ review% if tii e s Apr'11 I 0 SiO NOS(' Test Plain was also comlpleted. Each of these

in it its is Iesc I'iieni iritfl in) suinsecttirirs below.

S. SIh.\ AH ) I lKXl.I ( WM\IN't AND) TESTING

I> i ow inig a !tt mung at NO S(' In Sari D iego in J1anua r 19 50, it was decidied to, substitute for,

lt' kk rid-t ,or-Ito nni I 'l(H Ill sctial'ir used in r'inig tie Linkcoln test -bed serlies, itz new scenarioi that

%tor1i1 i rl 11 :nnr ' rt t osesitituf tilt ahlnitv uof ririis% channels to support Loliferencrig.

In par ti, iitr' test w.t5, sougiu that oruld lit tiuploved p'ilol. Ito arid tillriidiatelv after' a cirrife--

crl, IncL st S inn to it-t e noitoe la etlier rinor hat'dware and sriftwazre weric arirking pzroperl v and to

te'st %rActtnt'r )I-riont sufijects au ire iii crTIUnrirratiori w&ith ec In other'. A -;iiiplo' test, based ron

\&oris ta.KenT finnr, tile Modjif'it-d l t~nic l't'st %lR{'lI, was de\' sen for' this porprise. Ill this Win']

lht'-rltiflilitv I tst I 'A Il ), -t' Ii party ti tilt' conft'rec reads a set oif %ior'.ls over' firs telepuriit

ti listtInUirs wrhr ztteijit tro iratch thet worids berdrn to thoseam ippcainIiU on) lists it) ftrort if thiem.i

V. hen oe spiutRer h'lias c rirpltted tile. readinlg rf fits woird~s, I s-crond speaker' takes Ovrvin on firis

tt'l t'rrirt. \fti all r:itt's himt' spniktii, airlzissussillnntt of thet ait'quir, of thce c Irt'i links n. ti

ht'i' -;, nii stIlirsa', r'vpoliir ste rfr''rlttInisiLfr' 1 rii.ll'l~'. ( r

IriiL tit' evar'. "'I t' most siktoifi. ant rof thirst' was brased il ii re isurn rrf tile hrasi. WGR' task. Ill

tis., rcvision, cach, membller oIf itr ifei'rrI C' is given ;I parge n rt;niiriL ni lit's rif 4 wroiris tai hn,

irawn frimnn tlre Intternoational Phlorir'tin 'fltirt i l NUtrhrr' S(IIf'ni .'. 'I h# pzilipantf hirSrI)

ti ire the "starter' blegin-, revarfig ilrdtill \4irls )it his fir-st liric whirl' Lstenler's rrnritrrr tht-u1

,air'Is fo~r' inirr-espodenue. lit aI iste't Iir irrt's Shisr ttjiir iea'tit-e 'arr lit j)ist fiarI



"'id tile oii priiittd oil his list, iic I'll', Iedttiatuiv begins rk-eding his suquertcu liugirtiing with thle

%%Itixi lot' lintk) tollo% Itng the ilist ruptitit %kord, Tlc ttigiril speaikun totititUes until lie ascertints

that atmotheir Part% has takenI ox-ut Uriliict Of thle SCucicu. I, ott tuat ii the (rid Of the line',

rio) nics pa rtv is i-a il, thu( Spea ker re revads thle I iri. Thei ta~sk COotHIV irsIII this Wa unltil all

ttords liittv heen spokeni.

A se-onid vrtsion of th is tas k is ore it] whit) oonltf reuS lu' pI)-oridud W ithi Supll[t (iof text

drawn front liewspapu r5, hooks, t. inito wti Iii dist 'lparit words llivu heti initroducedi. ()I thle

has is of ott ttUstS, We fuul that With fit t e duVulopt i.It tis sutotid rvisloion(of WGRI would p)ro)-

V Idu il Hr ittrust if Ig Vuh I1 It' for- a s usI I IuVItI of LtOifur-ur 'i ig ietwt k.- clI Iait-turizud hr vSatelIlite -

indliucei dulavs arid distributed coritiol'0. lit ausu theuse sturtarios tot uis ott thue ntturruptibilit\ iOf

tonfetiricifig SStuin's, a factor. not ( I-n(.it-lv heincQ st,-isse)! i tlet N()S( tusts, furthuer duvulop-

littni of scurititios was riot putrslitiii.

13. l-X'AIl1ATION OF ,STATISTIC Al. lill-ATME-VI's

Onrt of t I I IIost of ifftI k It ruqUin ttt Ic ts "ISst SolIt t IittI a lIt-I IgtIv i-v;aI;t lutorI of t II tvpe o I i-

ilotted Iit e iiiu Iic ci telst hid arid eim isioriud at \ ()S( is criso rig tin t e ithier (1) enoughi test sub -

ects aireU availahie thIIA a g in-t1 Sib snhjctt Ii C C-r\ L' I% trtI IV O , itri i a g iver) uxperrn11UntaL I LOff I[WI' Isil

oi' (2) each Subject is an a lahieV frt-queltl t lo4 I r iiht fle/sit c-,art serve ITT all uxperimienurtal cont-

d itionts. WhtI the tuqiuiiicrltS Litii Jlt, -1Itt h'v LIttar altetriliiiVu - thait is-, witch thle suhjeoit

pool is of tctuvs itv toni posuil iif iiili t1Uius %itk ltar tig 0ii :OitItS Of it xpel letice - t-onsiderahie

iritiation potttillv availahili- ill th.Ic lla it i lctst. III OS t (os IIcUliiStati-CUS F ritay he ut.-

CSS arn' to tI-SOrIt Ito Sopi I1 '1it-t) 5,t is t il aI t - hItIinq T SIN fii ileI- to0I aSous ii vl idity VOf appare F~lt

-iffetritces alitnrg cXpur-ilrit-tial tr ttr>

In the light cit dtiffi, 1ultius u-xpcl-riinut it I tIM it1i 'A itt tst Sciihji- t aIx adIIlI~t% ftti) Ill aritict I-

patior- ctf sull lil diffic Lill it-, ,I Vi tS(L IM l)>.de tttictii a sint)l ufitit tio uxaittirte taIlptrn, allv fiti

uffects of variotus nit-tho is of hum:r. :111/ file dJata ifbA~tiriei from~ ai t; ixel group tntl levels of statis-

titcal sigilifi, Ziln C.

li Iin lt:i ias" katlti. i it, tt- itcit x L-11 run, irt1c utiOf that usultiig triura1 thue lrioili

test hi--i, htfil Iraii i ri-rqnueil i istliiuutiuiits that puttuatu it- diferenut stittistic a)iiti-> It-

ir-t ar)t, lusititi 11ontillhis tric! ift xtfli tt,- iasit t.-irtniqtci,-ii~plovei t( IsseMss tlie

I tuc ,ITT hla; :1 .. prin-l I h tiu1w!"st s;Atstaiir ltltpriatt1,i l the itailirict1 (I dat: frit: tis i.-int1

,It r ir . 'I i s !. , t , oinst-V Ci--iitill\ tof i iilt2 ilipItI cit-tic tests nitrilc v t ttf

unit nI.0 vi "hl s , I. til us-ilt the- iifftiic Us het%%curt suibe ics rFIii2S f(r a, fi. iV-it oldr -

pt -14 t I t-. stitistit ;ii Ti-5i- "I" ltsi1 to assess t1ueo naliiitv (If the CXpt-tILITu-Iut:t1 l ttaC

itfut11, "Ti i< -tc i-tl-r- Iit I., tt-pe ti-,I tauit tit(, saic or, a s ir-iici ti-titrinqut- kkoul- ii.pltI-

It Iu t PPtMar..I I F

1j.- trltn ,. if' itl( it-s hit-12 I- )1M were in direct support of the( plamtte-i te-St so i.- \1,t Il-

ii ft it. .tif the ( unlsenlt Queisi tiinaire used at Lincoln and now required in li ti- 1i i-7. -

nl, ii t: 6aar ,U>t-, is sir I c int ti to M)SC. A formatted log of critic-al itinft-eniimg v\ i-n.ts A

lvi,-ipj .- Iu I firs at 1,-, fioi tii-ti test monitors. The goal of this log Was toIt r-J i(ti, Miristif

Ai -!,- 0ri , - l' it- ta tl It-- required to extract tcluing and even., latti front, iat i! is, it



inforrmation collected in a system comparison by acquiring a running record of k(.v itres dutmg

each experimental session. Finally, the session questionnaires used at ILin ln wire redes igned

on the basis of our earlier experiences and forwarded to NO)S(. The current questionrnaire is

shiropler to use and it saIples onY those aspects of conferee opinion that appeared salitent during

the earlier test series.

At the request of NOSC, BBN receurly has revived its efforts to produce "consensus" sce-

narios in order to replace those which have beer, .xperIded in the course of system shakedown.

D. REVIEW OF NOSC TEST PLAN

Continuing our efforts of last Year to support development of a comprehensive NOSC test

and evaluation plan, we reviewed the revised plan published in April 1980. Particular .ttention

wa- given to methods proposed for training of test subjects, administration of experimental con-

ditions, and analysis of results. On the basis of the review, we concluded that most concerns

elaborated in connection with the earlier version of the plan had been met, although there re-

mains some doubt that the plan provides for sufficient collection of data to permit generalization

of results beyond the college student and National Guard populations identified.
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